Abstract: Several authors have claimed that indicative conditionals are sensitive to the epistemic perspective of agents. According to this sort of view, the truth of an indicative conditional depends on the background evidence of some relevant agent or group of agents. In this paper I argue that the context-dependence of indicative conditionals goes beyond this. Indicative conditionals are not only sensitive to the evidence of agents, but also to contextual factors that determine what is inferable from such background evidence (plus the antecedent of the conditional). More specifically, my proposal is that when the inference associated with a conditional is defeasible, the truth of that conditional is sensitive to practical stakes (in a similar way that knowledge claims are sensitive to practical stakes).
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1. Introduction

The topic of this paper is open indicative conditionals, that is conditionals in which the antecedent is treated as an open possibility. There is a close connection between such conditionals and reasoning. We typically use indicative conditionals to talk about what follows from the truth of some possibility – to show our endorsement of some inferential link. Think, for instance, of (1):

(1) If the water in the kettle is boiling, then it is hot

In general, those who accept (1) will be disposed to infer that the water in the kettle is hot from the fact that it is boiling.

In this paper I will discuss indicative conditionals associated with non-monotonic, defeasible inferences, i.e. inferences that may be made bad by the introduction of new, consistent premises. Consider, for instance, the inference represented by (2):

(2) If you press the brake pedal, the car will slow down

This inference is typically good, but it would become bad with the addition of the further information that the pedal is disconnected from the car’s brakes. Defeasible reasoning is reasoning with incomplete information: a defeasible inference may be good (and non-enthymematic) even if there exist defeating possibilities compatible with the premises that would make the conclusion come out false (e.g. the possibility that the brake pedal is disconnected). Arguably, it is a context-sensitive matter whether a given defeating possibility may remain ignored or rather has to be explicitly ruled out by the premises of the inference (in order for it not to be enthymematic). My aim is to show that this context-sensitivity is reflected in the behavior of the conditionals associated
with defeasible inferences. In particular, it is plausible to think that practical factors (such as how high stakes are) contribute to setting the threshold of relevance under which defeating possibilities may be ignored; in other words, practical factors play a role in determining how much support is required for a given conclusion to be properly inferable from some premises. The thesis that I will explore here is that, accordingly, the truth value of conditionals linked with defeasible inferences also depends on such practical factors. Given that defeasible inferences are widespread in human reasoning and argumentative practices, this result illuminates an important dimension of our use of indicative conditionals.

This is the structure of the paper. In section 2, following Gillies (2004, 2009) and Weatherson (2009), I introduce an epistemic theory of indicative conditionals based on their connection with reasoning. Next, in section 3, I examine defeasible inferences and the conditionals associated with them. In section 4 I discuss what makes it the case that a defeating possibility is relevant enough and cannot be properly ignored. After that, in section 5, I argue that practical factors have a say in fixing the threshold of relevance for defeating possibilities. Before concluding, in section 6 I briefly consider the issue of which practical perspective is the one from which the threshold of relevance for a given conditional should be fixed.

2. Epistemic views of indicative conditionals

Ramsey (1929: 247) highlighted the connection between indicative conditionals and reasoning in the following famous remark:
'If two people are arguing “If p, will q?” and are both in doubt as to p, they are adding p hypothetically to their stock of knowledge, and arguing on that basis about q.’

One possible way of interpreting Ramsey’s remark is as pointing towards an epistemic theory of indicative conditionals, according to which the truth of the conditional ‘If p, then q’ is related to the goodness of the piece of reasoning from p (and collateral premises belonging to the relevant evidential background) to q. So, ‘If p, then q’ would be true iff q follows from p plus the background evidence available to the relevant agents. In this way, indicative conditionals can be said to represent the epistemic impact of adding the antecedent to some relevant epistemic perspective. As Gillies’ (2009: 601) claims, indicative conditionals are ‘global tests on what must epistemically be the case, given the antecedent’: when we assess an indicative conditional, we consider how our epistemic commitments would change if we update our informational state with the antecedent. Theories of conditionals with this epistemic flavor have been developed, among others, by Gillies (2004, 2009) and Weatherson (2009). Moreover, Gillies (2009) has shown how this sort of epistemic theory may be formulated within the framework of dynamic semantics (see also Veltman 1996; Starr 2014; Willer 2013). Even if the conclusions I will reach in this paper can be adapted to a dynamic approach, I will stick to a more standard truth-conditional framework.

Before going forward, let me clarify what I mean by inferential goodness. As I will understand the notion, an inference is good if its conclusion follows from the premises, that is to say, if there is a suitable inferential link between the premises and the conclusion, so that being entitled to endorse the premises would allow one to gain entitlement (via competent reasoning) to endorse the conclusion. In this way, a good inference can have premises that are false, and an agent may assess a certain inference
as good even if she disbelieves its premises and accordingly is not disposed to endorse the conclusion (see McHugh and Way 2018: 155). On this understanding, what matters for the goodness of an inference is not the truth of the premises, but whether the premises and conclusion are properly connected (in other words, inferential goodness would correspond to validity in classical deductive logic, rather than to soundness).

In order to flesh out the epistemic approach to conditionals I have sketched above, it is useful to characterize inferential connections in terms of relations of inclusion among possible worlds. On a first approximation (which I will revisit below), inferential goodness may be modelled as strict implication: a good inference would be such that all the worlds compatible with the premises belong to the set of worlds compatible with the conclusion. If this is combined with the epistemic theory of conditionals outlined above, we get a (dynamic) strict conditional analysis of indicatives (see Gillies 2009). According to this view, the conditional ‘If p, then q’ is true iff q is true in all the worlds compatible with the informational state resultant from adding p to the relevant background evidence – that is, iff the worlds in which the consequent is true contain all the worlds compatible with the expanded informational state resulting from combining the antecedent with the background evidence. More precisely, as

1 For discussion of the connection between inferential goodness and inferential validity, see Dogramaci 2017. Note that, since I will be dealing with defeasible inferences, I will not assume that good inferences are always deductively valid (as we will see below, good defeasible inferences may fail to be truth-preserving across all possible worlds).

2 Formulated in this way, the view is similar to the closest-worlds epistemic accounts proposed by Nolan (2003) and Williams (2008). Nolan adds the further condition that, among the worlds compatible with the background knowledge and the antecedent, one has to focus on those that are maximally similar to the actual one. Below we will see
Gillies (2009) notes, what is required is that the consequent is true at these worlds and in relation to a body of evidence enriched by the antecedent (this qualification is important when the consequent includes evidence-sensitive expressions, such as epistemic modals).³

Clearly, on this epistemic approach to conditionals, the truth value of indicative conditionals is sensitive to the background body of evidence. Whether the consequent of a conditional follows from the antecedent plus a given body of evidence (which would serve as a source of collateral premises) depends on what information is included in that body of evidence; changes in such collateral information will induce changes in the epistemic commitments resulting from updating that information with the antecedent of the conditional. Consider the following conditional:

(3) If Tom took the algebra exam, he failed.

This conditional seems to be true relative to the collateral information that every student who took the algebra exam failed. However, it is arguably false in relation to an alternative body of background evidence containing the information that Tom has passed all the exams he has taken (and not including the information that every student who took the algebra exam failed).⁴

---

³ The view must be refined in order to deal with antecedents including epistemic modals (see Yalcin 2007). Given my purposes here, I can gloss over these complications.

⁴ Gibbard (1981) has famously discussed this sort of case, where seemingly incompatible conditionals are both true – in the same world –, each in relation to different background information.
This sort of sensitivity to collateral evidence is found as well in restrictor views of indicative conditionals, which are dominant in linguistic semantics (see Kratzer 2012). According to restrictor views, ‘if’ is not a connective, but rather marks a restriction on the domain of an operator. In particular, in the sort of epistemic conditional under examination, the if-clause would restrict the domain of a (sometimes covert) epistemic modal in the consequent. Under the influence of the if-clause, the domain of the modal operator in question would be restricted to those worlds compatible with the antecedent. When the consequent does not include an overt modal, a tacit one is posited (in most cases, this tacit modal is taken to be the epistemic necessity operator ‘must’). In this way, the restrictor view can be said to capture the epistemic dimension of Ramsey’s original proposal. In accordance with Ramsey’s remark, the restrictor view maintains that assessing an (epistemic) indicative conditional amounts to evaluating the epistemic repercussions of enriching the relevant body of evidence with the antecedent. On this view, indicative conditionals inherit the sensitivity to collateral evidence distinctive of modal operators.

An interesting question is which body of evidence should be considered in order to evaluate indicative conditionals. Is it the evidence possessed by the speaker? Or rather the evidence available to the subject assessing the conditional? Or perhaps it is constituted by the conversational common ground? I may remain neutral about these questions, since nothing of what I will say hangs on a particular answer to them (for discussion, see Weatherson 2009).

The restrictor view can be seen as a way of providing compositional semantics for the sort of evidence-relative epistemic theory I have sketched (Rothschild forthcoming). The differences between the restrictor view and other epistemic theories in which ‘if’ is treated as a connective (e.g. Gillies 2004) concern the compositional structure attributed to conditional sentences; such differences would become manifest at the level of truth conditions (if they do at all) only in special cases, for instance in some interactions between conditionals and overt modals. These sorts of cases will not be particularly...
Most of the points I want to make could be made within the framework of the restrictor theory, from the point of view of dynamic semantics or even from the perspective of closest-worlds theories such as Nolan’s (2003) and Williams’ (2008). However, for the sake of simplicity I will focus on the simple epistemic theory that I have introduced at the beginning of this section.\(^6\) It is not my purpose in this paper to offer arguments favoring such epistemic theories of conditionals over alternatives such as the material conditional account (for a defense of epistemic theories, see Gillies 2004, 2009; Weatherson 2009). Rather, I want to explore an interesting form of context-dependence arising in these theories. More specifically, I will investigate the context-sensitivity associated with indicative conditionals codifying defeasible, non-monotonic inferences.

So far, I have assumed that, in order for an inference to be good, the premises (perhaps including collateral premises provided by background information) must strictly implicate the conclusion – the worlds compatible with the premises must belong to the worlds compatible with the conclusion. This is the case with monotonic inferences, like the one captured by the conditional ‘If France is bigger than Monaco, then Monaco is smaller than France’ or the inference represented by ‘If John took the algebra exam, he failed (given that every student who took the algebra exam failed).’ However, this assumption has to be relaxed in order to make room for non-monotonic inferences, which may count as good even if there are some possibilities compatible with the premises but incompatible with the conclusion. The view that I explore in this paper is that the truth of conditional associated with defeasible inferences requires only relevant for my purposes here (for comparison between the two approaches, see Gillies 2010; Khoon 2011).

\(^6\)I will also assume that conditionals have truth values, although the main conclusions of the paper could also be put forward in terms of acceptability conditions.
that all relevant enough possibilities compatible with the premises (the antecedent plus the evidential background) are compatible with the conclusion: possibilities below a certain threshold of relevance may be properly ignored. This (defeasible) strict conditional analysis can be formulated as follows:

**Defeasible Strict Conditional:** ‘If p, q’ is true (relative to a body of evidence Σ and a threshold of relevance τ) iff all p-worlds compatible with Σ and whose relevance is above τ are worlds in which ‘q’ is true (in relation to a body of evidence Σ’ resulting from updating Σ with p).

On this view the truth of an indicative conditionals does not only depend on the relevant background evidence, but also on what follows from such evidence plus the antecedent – which in turn depends on what possibilities are relevant and cannot be ignored. My aim is to examine what makes a given possibility relevant enough. I will argue that this is an occasion-sensitive matter; more specifically, I will claim that it is plausible to think that practical factors such as the conversational stakes play a role in determining the threshold of relevance under which a given defeating possibility may be ignored. If this is so, the truth of indicative conditionals will be sensitive to such practical issues.

In order to develop this proposal, in the next section I examine defeasible inferences in more detail.

### 3. Defeasible conditionals

The inferences associated with indicative conditionals are often non-monotonic (i.e. defeasible): it may be that the inference becomes bad after the introduction of a new premise compatible with the original ones (and with the background evidence providing collateral premises). When an inference is defeasible in this way, there are possible
worlds in which the premises are all true but the conclusion is not. Some examples are found in the inferences associated with the following conditionals (plus the background evidence indicated):

(4) If Mary’s pet lays eggs, then it is not a mammal.

(5) If the clothes have been hanging outside, they will be dry by now.

(Available background evidence: It is sunny)

If Mary’s pet happens to be a platypus, then the premises of the inference represented by (4) may be true despite its conclusion being false. Likewise, if your neighbor mischievously soaked the hanging clothes with her hose, then the clothes will not be dry – although it is actually a sunny day.

Assume, as a stipulated feature of the examples, that the bodies of background evidence relevant for assessing (4) and (5) do not rule out these defeating possibilities. So, the relevant background evidence in relation to (5) (say, the evidence of the speaker) establishes that it is sunny, but is silent about whether the clothes have been soaked by a mischievous neighbor. Thus, in both (4) and (5), there would be possibilities compatible with the antecedent and the available collateral evidence that make the consequent false. When such defeating possibilities obtain, the relevant inferences become bad.

On the view I will adopt here, an inference is good only if the premises rationally support the conclusion, that is, if the premises offer good reasons to endorse the conclusion (in the sense that, if the premises were true, they would constitute good factual reasons to accept the conclusion). In this way, an inference will be defeasible when the reasons offered by the premises can be defeated by further considerations, either because these defeating considerations provide stronger reasons in favor of an
incompatible conclusion or because they disable the reason-giving power of the premises.

Thus, if a defeater obtains, the original premises stop providing good enough reasons in favor of the conclusion, so that the inferential link connecting those premises and the conclusion becomes bad. On the epistemic theories I am considering, the truth value of a conditional is determined by the goodness of the relevant associated inference; therefore, when an (undefeated) defeater for some inference obtains, the conditional related to that inference is not true.

However, this does not mean that (4) and (5) are false in ordinary cases where defeating possibilities do not obtain. I may say something true by uttering (4) even if the possibility that Mary’s pet is a platypus has never crossed my mind and is not discarded by my evidence. In the absence of defeaters, a defeasible piece of reasoning can be good despite the fact that its premises (including the collateral premises provided by the background evidence) do not rule out all possible defeaters. Otherwise, engaging in good reasoning would be too demanding: we would need to add enough collateral premises to rule out all defeating possibilities (and, in many cases, it seems that the list of possible defeaters will be indefinitely long). It is doubtful that agents will typically have enough evidence to discard all these possible defeaters. The point of defeasible reasoning is, precisely, to provide good reasons for a conclusion in cases where complete information is unavailable. Therefore, I will assume that when defeaters are actually absent, conditionals like (4) and (5) may be true – even if the relevant collateral evidence does not discard all possible defeaters.

---

7 Unless the defeater is itself defeated by further considerations. For the sake of simplicity, I will not dwell on this possibility here.
Most epistemic theories of indicative conditionals focus on cases where the inference connecting the proposition in the antecedent (plus the relevant evidence) and the proposition in the consequent is indefeasible (for instance, Gillies 2004: 587; Weatherson 2009: 339). However, the conditionals that we use in our ordinary speech are very often associated with defeasible inferences – which is not surprising, since our reasoning about most mundane topics is in general defeasible. It is plausible to expect, therefore, that important properties of conditionals will be obscured by the simplifying assumption that the inferences associated with them are monotonic.

Actually, the failure of strengthening the antecedent, one of the trademark features of indicative conditionals, has its roots in the defeasibility of the inferences associated with the conditionals in question. Strengthening the antecedent of a conditional amounts to introducing a new premise in the inference associated with it. If this inference is non-monotonic, the addition of the new premise may make it become bad – so that the related conditional turns out to be false. Think of this strengthening of (4):

(6) If Mary’s pet lays eggs and it is a platypus, then it is not a mammal.

(6) is clearly false, since the claim in the consequent does not follow from the antecedent (plus any background of evidence). By contrast, if the inference associated with a conditional is indefeasible, then strengthening of the antecedent will never fail. Consider (7):

(7) If $n$ is an even number, then $n$ is a multiple of 2.

No matter what further claim is added to the antecedent of (7) (as long as it remains consistent), the conditional will be true.
In order to account for the failure of strengthening the antecedent, Gillies (2004: 607-609) relaxes momentarily the assumption that the inferences associated with conditionals are indefeasible; instead, such inferences are treated as indefeasible only within a restricted domain constituted by those possibilities that are relevant in the context. Other, non-relevant possibilities may be properly ignored. Appealing to Lewis’ (1996) rules for ignoring possibilities, Gillies argues that the claim introduced in the strengthened antecedent counts automatically as a relevant possibility. More specifically, Gillies thinks that this is so because of Lewis’ Rule of Attention, according to which possibilities to which one pays attention cannot be properly ignored (Lewis 1996: 559). The idea is that, when some possibility is introduced in the expanded antecedent of the conditional, we are paying attention to it and therefore counts as relevant.

Although I think that Gillies’ analysis of strengthening the antecedent is in the right direction, I do not think that appealing to the Rule of Attention is the best way to go here. I take it that it is controversial whether some possibility automatically becomes relevant just because we pay attention to it – or because it somehow becomes conversationally salient (for discussion, see McKenna 2014; Ichikawa 2011a; Williams 2001a; Blome-Tillmann 2009). One does not need to grant that this is so in order to deal satisfactorily with the failure of strengthening the antecedent. When some proposition $p$ is introduced in the antecedent of an indicative conditional, the possibility that $p$ is not merely made salient. As Ramsey claims, $p$ is hypothetically added to our

---

8 Note, however, that Lewis is right that when we pay attention to some possibility we are not actually ignoring it, even if perhaps we could have properly ignored it (see Lewis 1996: 559). I am disputing the Attention Rule as a rule for determining the relevance of possibilities, not as a rule saying when something is actually (properly) ignored.
‘stock of knowledge’: $p$ would become an assumption in our piece of reasoning – we examine what follows from some body of evidence after $p$ is incorporated into it. Thus, within the context of such a piece of conditional reasoning, one treats $p$ as being the case. Very plausibly, a possibility that is assumed to be actual should count, within the scope of such an assumption, as relevant – in line with the spirit of Lewis’ Rule of Actuality (1996: 554).

Strengthening the antecedent of a conditional, therefore, is an explicit mechanism for making relevant some possibility that perhaps was previously ignored. But, are there other ways in which possibilities may become relevant? What factors determine whether some possibility may remain ignored or rather needs to be considered when assessing a given conditional? This is the question that I explore in the rest of the paper. I will argue that relevance of possible defeaters is a contextual, occasion-sensitive issue and, more specifically, that practical matters determine how relevant some possibility has to be in order to count as relevant enough.

4. **When is a defeating possibility relevant?**

For most defeasible inferences, there are a large number of possible defeaters (often, indefinitely many). For instance, the inference represented by (5) will be defeated not only if your neighbor soaks the clothes with her hose, but also if some kids are playing with their water guns around the hanging clothes, if the garden sprinklers have activated by mistake and so on.

I will assume that, in general, agents engaging in defeasible reasoning are not in a position to rule out explicitly all possible defeaters, and that therefore there is a distinction between defeating possibilities that are discarded by the agent’s evidence
and defeating possibilities that are simply ignored. One could perhaps think that defeasible inferences are actually enthymemes, underlain by hidden premises excluding the presence of defeaters. This, however, is problematic. More often than not, our evidence does not rule out the presence of all defeating possibilities. Thus, if our reasoning were always supported by a (perhaps indefinitely large) number of hidden anti-defeater premises, our reasoning would only rarely give us reasons to endorse the conclusion – since, in general, we would not have reasons to accept many of the hidden anti-defeater premises (see Hory 2012: 85-90). I will assume as a given fact that we often succeed in acquiring reasons to endorse some conclusion by engaging in defeasible reasoning. In order for this sort of defeasible reasoning to leave the ground, if has to be possible for an inference to be good (rather than enthymematic) even if its premises do not rule out all possible defeaters for the goodness of such an inference. Accordingly, an indicative conditional may be true even if its antecedent plus the relevant background evidence do not exclude all possibilities that would defeat the associated inference.

Perhaps some may want to insist that we often have enough evidence to rule out most possible defeating possibilities, or even to endorse a material conditional connecting the premises and conclusion of the inference (for arguments in this direction, see Bird 2004). However, if this were so, it would be difficult to explain why indicatives in which the antecedent is strengthen with the introduction of a defeating condition are still read as (false) indicative conditionals, rather than as counterfactuals (see, for instance, (6) above). After all, indicatives are customarily taken to presuppose that the antecedent is compatible with the background evidence. So, if the defeating possibility added to the antecedent were ruled out by our evidence, the corresponding enriched conditional should be read as a counterfactual and not as an indicative. It
seems, therefore, that such defeating possibilities are disregarded or ignored, rather than ruled out by the agent’s background evidence.

So, not all defeating possibilities have to be explicitly considered when engaging in defeasible reasoning; some such possibilities may be (properly) ignored. In this way, whether some conclusion can be inferred from a given premise depends on the collateral premises available and also on which defeating possibilities may be properly ignored. But, what determines whether a given possibility can remain unconsidered or rather has to be ruled out by the premises of the inference? I will say that a defeating possibility requires explicit consideration when it is relevant enough. Then, the question can be reformulated as the question about when, and by virtue of what, some defeating possibility counts as relevant enough.

As suggested in the discussion of strengthening the antecedent in the previous section, one could resort at this juncture to Lewis’ rules for properly ignoring possibilities (Lewis 1996). Lewis’s rules are concerned with knowledge ascriptions, but, arguably, analogous rules should be in play in relation to the assessment of the goodness of inferences. One of the typical ways of getting to know some proposition is to infer it correctly from known premises. Thus, it is to be expected that there will be a close connection between the possibilities that may be ignored when assessing whether one knows the conclusion of some inference and the possibilities that may be ignored when assessing the goodness of the inference that led to such purported knowledge.

I think that the rules described by Lewis certainly point in the right direction. However, I do not want to commit myself here to the details of Lewis’ proposal (as I have already mentioned, some of his rules, in particular the Rule of Attention, are controversial). For my purposes here, I do not need to specify an exhaustive set of rules or criteria that fully determine when a possibility is relevant enough. It will be enough
to assume that not all possibilities are equally relevant, in relation to a given inference and a given context, and that in general some less relevant possibilities may remain properly unconsidered. So, instead of putting forward a specific, detailed account of what makes a possibility relevant, I will make some general remarks, in an exploratory spirit, with the aim of providing some illumination on the notion of relevance I have in mind (for further discussion, see González de Prado Salas 2017).

A first plausible idea is that defeating possibilities may become relevant because the participants of the conversation explicitly leave them open, expanding the common ground so as to include them (see Blome-Tilmann 2009); arguably, this is what happens when the assertion of a sentence involving the epistemic modal ‘might’ (for example ‘Your neighbor might have soaked the clothes with the hose’) is accepted and the common ground updated accordingly (Williams 2008).

Moreover, it seems that a defeating possibility will be relevant enough if there exist strong enough reasons to consider it. Now, whether there exist good reasons to consider the possible presence of a certain defeater depends, arguably, on features of the circumstances of inference. In particular, it is plausible to think that it will depend among other things on whether the defeating possibility is abnormal in the sort of situation targeted by the inference (see González de Prado Salas 2017). If the defeater is typical in the environment the inference is about, then it will be relevant and will have to be explicitly considered. By contrast, defeating possibilities that are abnormal or atypical in that environment may be ignored, insofar as they are unlikely to obtain and their presence would require special explanation (see Smith 2016).\(^9\)

\(^9\) Note that, when one’s evidence is purely statistical, explicitly assigning even a very low probability to a defeating possibility may be enough to make it relevant enough. Arguably, this is what happens in lottery examples.
For instance, (4) represents a good inference if Mary is in an ordinary environment, where it is unheard of that someone’s pet is a platypus; in such ordinary scenarios, that possibility may be ignored – and therefore the conditional (4) will be true even if the collateral evidence says nothing about Mary’s pet not being a platypus. However, if platypuses were common pets in Mary’s surroundings, then such a possibility would become relevant and it would be inappropriate to ignore it: the inference associated with (4) would be enthymematic unless there were a further premise ruling out the possibility that Mary’s pet is indeed a platypus. Thus, in this second scenario the conditional (4) would be false if the relevant body of evidence did not include the information that Mary’s pet is not a platypus.

It may well be that the relevance of a defeating possibility does not depend only on what the typical environmental conditions are, but also on further contextual features such as the presuppositions of the conversation, the interests of agents and the sort of inquiry they are engaged in (see Williams 2001b). Be this as it may, it seems that occasion-sensitive factors such as environmental typicality do contribute to deciding whether a defeating possibility can remain ignored or has to be explicitly considered by the premises of the inference (on pain of being enthymematic). In this way, whether some conclusion is (defeasibly) inferable from some premises is an occasion-sensitive matter. As a result, it will also be an occasion-sensitive matter whether an indicative conditional associated with a defeasible inference is true – given that, on the epistemic view I am working with, the truth value of indicative conditionals is linked to the goodness of the inference associated with them. Thus, the truth value of indicative conditionals is not only relativized to a background body of evidence, but also to those occasion-sensitive factors that determine what defeating possibilities are relevant enough (e.g. the typical environmental conditions).
Jonathan Ichikawa (2011b) and Karen Lewis (2016) have both put forward contextualist accounts of counterfactuals according to which it is a context-sensitive question what possible worlds are relevant for assessing a given counterfactual. Lewis’ (2016) main motivation for endorsing a contextualist approach is to avoid counterfactual skepticism – that is, to avoid the result that intuitively acceptable counterfactuals are actually false due to the existence of fancy possibilities compatible with the antecedent and which seem to figure among the closest possible worlds. Lewis’ solution is to argue that such fancy possibilities are not relevant in ordinary contexts (she holds that relevance is mainly determined by the purposes of the conversation (Lewis 2016: 293)).

Ichikawa’s proposal, in turn, is motivated by (reverse) Sobel sequences and their relations to analogous puzzles about knowledge ascriptions. In order to deal with such cases, Ichikawa proposes the following account of counterfactuals, mimicking Lewis (1996) account of knowledge:

*If A were the case, C would be the case* is true just in case all of the A possibilities are C possibilities (Psst!—except those possibilities we’re properly ignoring). (Ichikawa 2011b: 296)

Although there are similarities between the spirit of Lewis’ and Ichikawa’s proposals and mine, the differences are also clear. First, I am focusing on indicative conditionals, whereas they are interested in counterfactuals. Moreover, my proposal is not specifically introduced as a solution to a specific puzzle or difficult case, but is rather supported by general observations about defeasible inferences and their connections (via Ramsey’s remark) with indicative conditionals – although, of course, this does not mean that the proposal I am presenting cannot throw new light on several problematic cases, such as the failure of strengthening the antecedent, (reverse) Sobel sequences or
skeptical challenges to our inferential practices and our use of indicatives. At any rate, I take it that it is interesting to have a principled, unified picture of the relation between the defeasibility of inferential practices and the context-sensitive behavior of indicative conditionals.

Actually, the context-sensitive nature of defeasible reasoning that I have discussed may be of help to understand the context-sensitivity not only of conditionals, but also of knowledge ascriptions, given the close relation between reasoning and knowledge acquisition. In the next section, I explore a particularly interesting parallel between conditionals and knowledge ascriptions, which has not received too much attention so far. It is a popular idea in the recent literature that attributions of knowledge are sensitive to practical factors, because such factors set, on each occasion, the threshold of evidence required to count as knowing (see, among others Stanley 2005; Schroeder 2012). I will argue that something similar happens with conditionals. Practical factors have a say in determining the threshold of relevance for a defeating possibility to merit explicit consideration. In this way, practical factors can have an influence on the truth value of indicative conditionals.

5. Practical stakes and conditionals

I have argued that whether a defeating possibility needs to be considered when assessing the goodness of an inference depends on its relevance. But I have not addressed yet the question of how relevant is relevant enough. Which is the threshold of relevance under which a defeating possibility may be disregarded, without making the inference enthymematic and undermining the truth of the associated conditional? How is this threshold settled?
One option is to think that there is a fixed, invariant threshold that applies in all cases. I will explore an alternative possibility, according to which the threshold may change from context to context – in particular, it may change due to practical factors such as how high the stakes of the conversation are.\(^\text{10}\) The idea that there may be a variable relevance threshold becomes natural once one abandons the view that an inference is good only if all defeating possibilities are ruled out by its premises.

The analogous view about knowledge ascriptions (that is, the view that the correctness of knowledge ascriptions depends on practical stakes) has been widely discussed in recent years (see DeRose 1992; Cohen 1999; Stanley 2005; Fantl and McGrath 2009; Schroeder 2012).\(^\text{11}\) On this view, when stakes are high and the costs of

---

\(^\text{10}\) Alternatively, one could think that what happens is not so much that practical factors shift the relevance threshold, but rather that such factors induce global changes in how relevant defeating possibilities are. For my purposes here, these two options can be taken to be equivalent. What matters is whether practical issues can alter the relative relevance of defeating possibilities with respect to the operative threshold, and not so much whether what changes is the threshold or the level of ‘absolute’ relevance of the possibilities. The important point is that, on both approaches, practical factors would have an impact on how many possibilities get to be above the relevance threshold. For ease of exposition, I will assume that it is the threshold what is lowered or raised.

\(^\text{11}\) The thesis that the truth value of knowledge attributions is sensitive to practical stakes is popular, but not uncontroversial: for criticism see, among others, Buckwalter and Schaffer (2015) and Turri (2017). Those who are reluctant to accept the thesis in relation to knowledge attributions will probably also have reservations about the analogous position about indicative conditionals explored here – although it would be interesting to examine in detail how the considerations adduced against the thesis about knowledge ascriptions affect the corresponding thesis about conditionals. Due to space constraints, discussion of these critical views will have to wait for another occasion. Note, at any rate, that some of the alleged empirical evidence against the thesis of the pragmatic sensitivity of knowledge attributions would not affect relativist views,
error increase, it becomes harder to count as knowing – the threshold of evidential support required for being correctly attributed knowledge goes up. This phenomenon is often illustrated by means of the famous bank cases (DeRose 1992: 913; Stanley: 3-5):

**Low stakes bank:** Hannah and Sarah plan to go to the bank today, Friday, to deposit their paychecks. However, they see that the queue is very long. They wonder whether they may come back tomorrow Saturday, or whether it will be closed. Hannah has checked that the bank’s website says that it closes only on Sundays, so she claims to know that the bank will be open tomorrow Saturday. It is not very important that Hannah and Sarah deposit their paychecks by Saturday (they have no impending bills).

**High stakes bank:** Same as above, but in this case it is crucial that Sarah and Hannah deposit their paychecks by Saturday (their mortgage payment is due by then).

According to the orthodox interpretation (at least among philosophers) of these cases, in the first, low stakes situation it is correct for Hannah to claim to know that the bank opens on Saturday, relying on the evidence she got by checking the bank’s website. By contrast, in the second, high stakes situation (where the costs of failing to go the bank before Sunday are very high), Hannah’s evidential state would not be strong enough to

---

according to which the relevant stakes are those of the context of assessment (such as MacFarlane’s 2014: ch. 8). The reason for this is that the experiments considered typically involve changes in the stakes of the putative knower or of the attributor of knowledge, rather than the stakes of the assessor of the attribution (i.e. the experimental subject). In section 6 I identify the analogous relativist view for conditionals.
make her count as knowing that the bank will open on Saturday: she would need further evidence, in particular she would need to be able to rule out undermining possibilities such as the bank’s website not being properly updated. Authors like Fantl and McGrath (2009) motivate this view by appeal to the link between knowledge and rational action. The idea is that it is always rational to act on a known proposition (for criticism, see Brown 2008). Arguably, in the high stakes scenario it is not rational for Hannah to act as she would act on the assumption that the bank will open on Saturday. Therefore, she cannot count as knowing that this is the case.

Consider now Hannah’s reasoning. She concludes that the bank will be open on Saturday, since it says so in its website. Is Hannah’s piece of reasoning good? Is she entitled to endorse such a conclusion, given her evidence, or does she need to rule out defeating possibilities such as the possibility that the bank’s website is not updated? I want to suggest that it may be that such a defeating possibility can remain ignored in the low stakes case, while requiring explicit consideration in more demanding scenarios. Note that what changes is not Hannah’s evidential state – in the sense that she does not acquire additional information concerning the likelihood of the bank’s website not being accurate.12 Rather, what happens is that when the costs of error raise, Hannah may need to considered explicitly low likelihood possibilities in order to be in a position to infer correctly that the bank will be open on Saturday. Given the costs she faces, she needs to be extra careful when drawing conclusions from her premises. Thus, I am putting forward the thesis that inferential goodness is sensitive to practical factors:

---

12 Arguably, Hannah’s evidential state could be said to change in the sense that in the high stakes situation her evidence allows her to infer fewer conclusions that in the low stakes scenario.
**Inferential Pragmatic Sensitivity:** practical stakes contribute to determining how much inferential support is required for an agent to become rationally permitted to endorse a certain conclusion.

It should be stressed that the view I am presenting finds support in the same sort of considerations that motivate the thesis that knowledge ascriptions are sensitive to practical factors. In particular, there is a clear link between the rationality of one’s actions and the goodness of the inferences that led to such actions (plausibly, good reasoning preserves rational permissibility). Moreover, both views are underpinned by similar anti-skeptical intuitions: if it is granted that one can have knowledge that is not supported deductively by one’s evidence, it seems that it should be granted more generally that there can be good, non-enthymematic defeasible inferences. If by relying on good defeasible reasoning from known premises one may acquire non-deductive knowledge, and ascriptions of non-deductive knowledge are sensitive to practical factors, then it is natural to think that the goodness of pieces of defeasible reasoning is also sensitive to practical facts.

A natural way of modelling this type of influence of practical factors on inferential goodness is by claiming that increments in the costs of inferential errors lower the threshold of relevance below which a defeating possibility may be ignored. Accordingly, in demanding situations, fewer things can be properly ignored. Thus, whether some conclusion can be said to follow from certain premises would depend on practical factors, because such factors determine how relevant a defeating possibility has to be in order to require explicit consideration by the premises of the inference. On a view of conditionals inspired by Ramsey’s remark, this means that the correctness of an indicative conditional may be affected by practical factors. The same conditional, in
relation to the same background evidence, may be true in a low stakes situation and false in a high stakes case. In a high stakes situation, the support received by the conclusion of the inference has to be stronger in order for the associated conditional to be acceptable. Under the modelling assumption that what is shifted when practical stakes change is the operative relevance threshold, we reach the following result:

**Pragmatic Sensitivity of Conditionals:** changes in practical stakes may shift the relevance threshold $\tau$ determining the set of worlds that can be properly ignored when evaluating the truth value of a conditional ‘If $p$, $q$’.

Take, for instance, (8) below:

(8) If the bank’s website says that the bank closes only on Sundays, then it will open tomorrow Saturday

The view I am putting forward is that (8), relative to a body of background evidence not ruling out that the bank’s website is inaccurate, may be true in a relaxed situation – where unlikely possibilities may be disregarded – and false in a high stakes context – where one is required to check further defeating possibilities before being entitled to jump to conclusions.

Ichikawa (2011b) considers briefly, in a footnote, whether counterfactuals are sensitive to practical stakes in an analogous way to knowledge attributions. He seems inclined to think that this sensitivity to stakes is weaker in the case of counterfactuals, and one of the considerations he adduces in order to explain this is that, on his view, ‘truths about counterfactual situations are much less likely to be of great practical
importance in deliberation’ (2011b: 300 fn. 13). I do not think that the same can be said about indicative conditionals. Such conditionals have an important function in our deliberations about what to believe and what to do. One of the main uses of indicative conditionals is to examine and discuss what follows from our evidence, what view of things we should adopt given what we know. This use of indicative conditionals has obvious consequences for our decision-making. In particular, conditionals play a crucial role in paradigmatically high stakes scenarios, such as medical practice or legal contexts. In this way, whether a given conditional is accepted may determine the verdict of a jury or the treatment recommended by a doctor. In this sort of case, the costs of endorsing false conditionals may be high.

As an example, imagine that Tom’s office had the lights on and a silhouette could be seen through its window yesterday at 9 p.m. Consider first a relaxed context, in which Tom’s colleague Alice wonders whether Tom finally got to leave the office before 9 p.m. (say, she wants to know whether Tom managed to go to a concert that started at 9 p.m.). Given that Tom does not share his office with anyone, it seems that, in this low stakes context, Alice may infer that Tom was still in his office last evening at 9 – even if she has no evidence ruling out the unlikely possibility that someone broke in Tom’s office and switched the lights on. Thus, in this context (9) will be taken to be true:

(9) If yesterday at 9 p.m. Tom’s office had the lights on and a silhouette could be seen through the window, then Tom was in his office at that time.

---

13 Ichikawa (2011b: 300 fn. 13) suggests that high stakes do not shift standards for knowledge, but rather make agents pay attention to more possibilities, which thereby are not ignored anymore.

14 For what is worth, I also think that counterfactuals often have practical importance – for instance for attributions of moral and legal responsibility.
Consider now a high stakes scenario, say a police investigation in which it is crucial to determine who was in the company’s building yesterday at 9 p.m. (a murder was committed in the building at that time). In this demanding context, the possibility that someone broke into Tom’s office may need to be considered explicitly, so that the conditional will not be accepted unless such a possibility is ruled out by the evidential background (or by an expanded antecedent).

It seems plausible, thus, to think that in demanding contexts, where the costs of inferential errors are high, stronger premises are required in order to be entitled to reach inferentially some conclusion. As a consequence, changes in conversational stakes may bring changes in the truth value of indicative conditionals (at least, those conditionals associated with defeasible inferences).

Note that a similar claim can be advanced within the framework of non-truth-conditional accounts of indicatives (Adams 1975; Edgington 1995; Bennett 2003; Gibbard 1981). Even if according to these accounts indicative conditionals do not have truth values, they will arguably still have acceptability conditions: the assertion of an indicative conditional will only be correct in certain circumstances. Assume, for instance, that a conditional is acceptable only when the conditional probability of the consequent given the antecedent is sufficiently high. How high does this conditional probability need to be? On the view I am exploring, the answer would depend on practical factors: in demanding contexts, a higher probability of the consequent given the antecedent would be required in order for the associated indicative to be acceptable.

6. Which context?
I have suggested that the relevance threshold under which a defeating possibility may be ignored is sensitive to practical matters such as how high stakes are. However, I have not discussed yet whose practical perspective is the one that sets this threshold. Should the threshold be fixed from the perspective of the context of utterance, from the context of assessment or from some other practical point of view?

Arguably, these questions are related to analogous ones about the context-sensitivity of the threshold for knowledge. As I have explained in the previous section, it is a popular view that the correctness of knowledge attributions is sensitive to practical factors. It is a matter of debate, however, whether the practical facts relevant for this sort of attribution are facts pertaining to the subject’s situation, or rather to the context of utterance or assessment of the sentence attributing knowledge (for a summary of this debate, see MacFarlane 2014: ch. 8). It is to be expected that one’s stance on this debate will inform one’s views about the context-sensitivity of the threshold of relevance for indicative conditionals – given the way in which our judgments about whether a subject has knowledge are connected with our judgments about whether the subject may correctly infer a given conclusion from some body of evidence.

Interestingly, however, one of the possible positions in the debate about knowledge attributions, subject-sensitive invariantism, does not seem to be available in relation to conditionals. According to subject-sensitive invariantism, the relevant practical facts are those related to the subject to whom knowledge is attributed, who may be different from the speaker making the attribution (see Hawthorne 2004; Stanley 2005). Yet when a speaker utters an indicative conditional, she is not assessing the epistemic state of some third party, but rather the epistemic position of those sharing her evidential background – more specifically, she is considering what is inferable (adding
the antecedent as a premise) for those in her conversational context.\textsuperscript{15} In this way, the relevant subject in relation to conditionals is the speaker herself (and, arguably, her conversational partners). Thus, those who favor subject-sensitive invariantism about knowledge attributions should take it that the relevant practical factors for assessing conditionals are those of the context of the speaker, thereby embracing a contextualist position about indicative conditionals.

On the other hand, relativist views about knowledge attributions (MacFarlane 2014: 187-190) would be mapped onto corresponding relativist positions about conditionals, according to which the practical facts that fix the relevance threshold are those of the context from which the conditional is assessed. I remain neutral here about whether a contextualist or a relativist account of the relevance threshold for indicative conditionals is to be preferred. I do not adjudicate either between indexicalist positions, according to which the proposition expressed by ‘If p, then q’ changes with changes of the relevance threshold, and non-indexicalist views, according to which the proposition remains the same and what varies are the circumstances with respect to which it is to be evaluated (I take this terminology from Weatherson 2009; see as well MacFarlane 2014: 78-92). I also leave for another occasion the discussion of how the context-sensitivity stemming from the determination of the relevance threshold interacts with the context-sensitivity associated with the choice of background evidence (this last form of context-sensitivity is examined by Weatherson 2009).\textsuperscript{15}

\textsuperscript{15} Arguably, the perspective-dependence of indicative conditionals is closer to that of the epistemic modal ‘must’ (which is not associated with a specific agent) than to that of ‘know’. It would be interesting to study in detail the sensitivity of ‘must’ to practical factors. I leave this issue for another occasion.
7. Conclusions

Indicative conditionals associated with non-monotonic inferences inherit the context-dependence characteristic of defeasible reasoning. The study of the properties of defeasible reasoning reveals the general, widespread way in which indicative conditionals are sensitive to the dynamics of discourse and to contextual factors – a sensitivity that explains (but goes beyond) distinctive features of the behavior of conditionals such as the failure of strengthening the antecedent. The truth value of indicative conditionals does not only depend on a background body of evidence but also on what defeating possibilities may be ignored on the occasion of use – since this determines what can be inferred from the background evidence plus the antecedent. In particular, I have argued that, plausibly, practical facts influence the truth value of indicative conditionals, by fixing the relevance threshold under which defeating possibilities may remain ignored without making the inference associated with the conditional enthymematic.
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